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ABSTRACT – This paper outlines the development and evaluation of the utility of workplace-based assessments in higher medical training: case-based discussion (CbD); the acute care assessment tool (ACAT); audit assessment; teaching observation and patient survey (PS). The study population included trainees in higher medical training (ST3+) from physician specialties in the UK. The pilot consisted of a prospective study of the use of the new assessments using local study coordinators (LSCs) and volunteer trainees. In total, 169 LSCs were recruited and 134 trainees returned at least one assessment. The end-of-pilot questionnaire was returned by 44 assessors and 57 trainees. Questionnaire data and qualitative feedback were used to evaluate the validity, impact and feasibility of the new tools. For adequate reliability (co-efficient 0.7) a total of 12 CbDs; three ACATs and 16 PS raters are required. There was evidence for the validity and positive educational impact of all the tools. There were difficulties with the feasibility of the PS.
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Introduction

In 2007, the Joint Royal Colleges of Physicians Training Board (JRCPTB) agreed the assessment system for each physician specialty with the Postgraduate Medical Education and Training Board (PMETB). During this process a number of areas of the curricula were identified as representing a challenge to assess by existing means. The assessment methods, identified as being important in the assessment of the curricula, included established workplace-based assessments (WPBAs), such as direct observation of procedural skills (DOPS), a mini-clinical evaluation exercise (mini-CEX) and multi-source feedback (MSF). However, effective assessment of curricula areas, such as communication skills, clinical audit, practice of acute medicine and teaching, required the use of new assessment methods.

PMETB’s standards1 require assessment methods to be selected on the basis of their overall utility, made up of: validity, reliability, feasibility, cost effectiveness, opportunities for feedback and impact on learning. Validity is the degree to which a test measures what it purports to measure. The reliability of an assessment refers to the reproducibility of the scores obtained from an assessment. Reliability is generally expressed as a coefficient ranging from 0 (not reliable) to 1 (perfect reliability). For very high stakes examinations an R coefficient of at least 0.9 is recommended, whereas 0.7 is considered sufficient for formative assessments such as WPBAs.2

A pilot project was conducted between 2008 and 2009 with the objectives of providing an evidence base for the effectiveness of modified existing WPBAs (case-based discussion (CbD), and the acute care assessment tool (ACAT)) and new WPBAs (audit assessment (AA), patient survey (PS), teaching observation (TO)) in the assessments of doctors in higher medical training:

• Case-based discussion – discussion between a trainee and assessor about a case the trainee has been involved in to explore the trainee’s clinical reasoning and decision-making skills.
• Audit assessment – the quality of a clinical audit process completed by a trainee is assessed by one or more reviewers. There was no existing audit assessment tool in use in the UK.
• Teaching observation – a trainee is given qualitative feedback by an observer following a formal teaching session, which has not been subject to assessment in the past, in the context of training curricula.
• Patient survey – patients are invited to complete a brief questionnaire on the quality of a trainee’s professionalism and communication skills following an outpatient clinic encounter. The questionnaires are summarised and feedback is given to the trainee by a supervisor.
• Acute care assessment tool – an assessment of a trainee during a period of practising acute medicine considering the trainee’s performance in the management of the take, patient management and teamworking.

Methods

Draft formats for AA and TO were developed de novo by the project team. Existing formats for CbD, PS and ACAT were used as the starting point. The PS form was one that had previously been piloted for consultant revalidation. Draft forms were presented and circulated to specialty representatives and revisions were made in light of feedback. Most assessment forms were based on the format of existing WPBA methods, ie a combination of scored domains and free text.

The ratings for CbD, AA and ACAT mainly used a six-point scale based on ‘expectations for stage of training’. For the purposes of this study, the rating scale for overall performance on the ACAT was changed from a relative scale to an absolute rating with anchor statements describing the performance expected.
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Teaching observation was designed purely to allow formative assessment and qualitative feedback without scored ratings. Consultants from all physician specialties were recruited to act as local study coordinators (LSC). Each LSC was responsible for finding volunteer trainees, returning completed assessment forms, and forwarding an online questionnaire towards the end of the pilot. All trainees gave consent and all their submissions to the Royal College of Physicians (RCP) were anonymous. Trainees were asked to arrange assessments and to use any of the methods appropriate to their specialty.

Data gathered by the RCP were:
- assessment forms (each one of which asked for specific statements on the assessment process itself)
- feedback forms on the PS process from trainees and their supervisors
- responses from assessors and trainees to an online questionnaire which was forwarded to participants by the LSCs.

For PS, the individual forms for each trainee were transcribed and collated by the project team and a summary of the responses was returned to the trainee's supervisor. All data from returned assessments were extracted into Excel spreadsheets and the SPSS statistics package for analysis. The reliability of the CbD, ACAT and PS were calculated using generalisability theory. The TO and AA data were not amenable to calculation of reliability, as explained below. Trainee and assessor feedback from the forms and questionnaire was used to determine the validity, educational impact and feasibility of each tool. A modified nominal group technique was used to reach consensus on the themes emerging from the qualitative feedback. The ACAT has been subject to a previous evaluation that highlights its educational impact and feasibility, so these data were not gathered for this study.

**Results**

**Case-based discussion**

A total of 111 trainees and 140 assessor undertook at least one CbD, and a total of 231 CbDs were undertaken. The CbDs most frequently focused on an outpatient record (97/231, 42%) or inpatient record (84/231, 36%), and discharge summaries were also used. When the time was recorded almost two thirds of CbDs took less than 20 minutes (135/215, 63%). In total, 78% of CbDs were rated as either ‘above’ or ‘well above expectations’ for overall clinical judgement and no CbD scores were ‘below’ or ‘well below expectations’. A total of 12 CbDs was required to achieve a reliability coefficient R=0.70.

The assessor and trainee were invited to enter qualitative comments on each assessment form about the documentation and process of the CbD. Table 1 shows the themes emerging when the individual forms were analysed, together with the frequency with which a comment fitting with a certain ‘theme’ was made on a CbD form. These comments provided strong support for the educational impact of CbDs.

End-of-pilot questionnaire responses were received from 42 trainees and 36 assessors. The great majority of respondents (89–90%) either ‘agreed’ or ‘strongly agreed’ that the CbD enabled trainees to demonstrate clinical reasoning, decision making, knowledge around case and patient management. There was no consensus on whether or not it was straightforward to arrange discussions – two-thirds of trainees (67%) agreed or strongly agreed that it was straightforward but assessors’ opinions were divided (38% agreed, 44% disagreed).

When considering the impact of the CbD, almost two thirds of respondents (62%) agreed or strongly agreed that the CbD usually highlighted areas for development. Almost three quarters of trainees (74%) felt that they usually learned something during the CbD and there was consensus from assessors that they were usually able to teach during a CbD (94% agreed or strongly agreed).

**Acute care assessment tool**

A total of 74 ACATs were completed (by 30 different trainees and 50 assessors). Almost three-quarters of ACATs took up to 20 minutes (53/74, 72%). Predominantly assessments were based on the assessor’s opinion of the trainee’s performance during the take period based on the post-take ward round (46/74, 62%). An assessor’s direct observation of the trainee’s performance on the
take formed the basis of the assessment in 30% of ACATs (22/74). A total of three ACATs were required to achieve a reliability coefficient R = 0.70, however these calculations were based on a relatively small number of assessments and require corroboration in a greater number of ACATs.

End-of-pilot questionnaire responses were received from 15 trainees and 12 assessors. The majority of responders indicated that the ACAT enabled trainees to demonstrate clinical reasoning, clinical assessment, management planning and management of critically ill patients. There was no consensus as to whether the ACAT enabled trainees to display competence in leadership and management of the take. A small majority of responders indicated that the ACAT was usually straightforward to organise. When considering the impact of the ACAT, almost half of responders agreed that ACATs highlighted areas for development. Just over half of trainees (60%) felt that they learned something during ACATs and two-thirds of assessors agreed or strongly agreed that they were able to deliver teaching during an ACAT assessment.

Audit assessment

A total of 106 AAs were completed (from 79 trainees and 88 assessors). Most assessments were based on a presentation of the audit (63/106, 59%), a review of a written report only (21/106, 20%) or both a presentation and a report (8/106, 8%). The time taken for assessors to evaluate the audit varied quite markedly from less than 10 minutes (23/106, 22%) to over half an hour (24/106, 23%), reflecting that the assessor would often watch a presentation of the audit as part of the assessment. The feedback given for the AA took less than 20 minutes for the vast majority of assessments (85/106, 80%). A total of 67% of assessments were rated as ‘above’ or ‘well above expectation’ for ‘overall quality’, and 32% were scored at ‘meets expectation’. None of the AAs reflected a rating ‘below’ or ‘well below expectation’. Few trainees were assessed by more than one assessor and very few assessors rated more than one audit. This meant that the audit data were not appropriate for reliability analysis.

From the questionnaire, 27 trainees and 16 assessors responded to questions on AA. The predominant view of trainees was that the tool enabled them to demonstrate competence in clinical audit (17/106, 63% agreeing), however the view of assessors was less clear – six agreed, eight neither agreed nor disagreed. When asked about the issues related to the feasibility of the audit, trainees predominantly felt that the assessment was straightforward to organise with 18 (67%) agreeing, and only three (11%) disagreeing. Assessors indicated that the process was little extra work above what is required for trainee supervision. Table 2 shows the themes emerging when the comments on the individual AA forms were analysed, showing support for the educational impact of AA.

Teaching observation

A total of 147 TOs were undertaken by 76 different trainees and 111 assessors. The tool was designed to facilitate structured feedback, and does not request any scores from the observer, hence it is not amenable to any reliability calculations. The mean time for the observation was 43 minutes, and 12 minutes for feedback. The number of learners in the teaching session varied from two to 150 with a median of 12.

From the questionnaire, 37 trainees and 28 assessors responded to questions on TO. Only 10 trainees (25%) had experienced a formal observation of their teaching before the study. A significant number of observers had formally observed someone else’s teaching sessions previously (12/28, 43%). A slight majority of trainees felt that the sessions were straightforward to organise (20/37, 54%). This was echoed by the observers who felt that the exercise was little more effort beyond attending the session. There was also consensus that the feedback following a TO led to a positive impact on future sessions, with 26 (70%) trainees and 22 (85%) observers agreeing with this suggestion. Table 3 shows the themes emerging from the comments on the individual TO forms.

Patient survey

A total of 1,258 patients returned a form for assessment of 84 trainees. The number of patient responses for each trainee varied between 1 and 31, with a mean of 15. Trainees were asked to submit 20 patient responses, based on results of a previous

<table>
<thead>
<tr>
<th>Positive themes</th>
<th>Assessors</th>
<th>Trainees</th>
<th>Negative themes</th>
<th>Assessors</th>
<th>Trainees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful/effective (Educational impact)</td>
<td>21</td>
<td>14</td>
<td>Difficult to use/questions not clear (Feasibility)</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>Enables feedback (Educational impact)</td>
<td>6</td>
<td>17</td>
<td>Grading difficult/should not relate to stage of training (Reliability)</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Easy to use (Feasibility)</td>
<td>5</td>
<td>3</td>
<td>Not useful (Educational impact)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Fits with current practice (Validity)</td>
<td>2</td>
<td>2</td>
<td>More paperwork/time-consuming (Feasibility)</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Encouraged good audit (Educational impact)</td>
<td>1</td>
<td>2</td>
<td>Difficult to represent audit on assessment form (Validity)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Good educational value (Educational impact)</td>
<td>2</td>
<td>1</td>
<td>Does not fit with local audit practice (Validity)</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
study on the patient survey conducted with consultants (unpublished). Only 20 trainees (24%) achieved this response rate. The patient ratings were overwhelmingly positive, with 97% of responders rating their overall satisfaction with the doctor as either ‘very’ or ‘fairly’ satisfied. Responses from 16 patients are required for a reliability co-efficient of 0.7.

A total of 31 trainees, and 34 of the participating trainees’ supervisors, returned a feedback form commenting on their experience using PS. There was agreement between the supervisors and trainees that the PS is practical (79% supervisor, 84% trainee), fair (88%, 90%) and useful for the trainee’s development (79%, 90%). Trainees indicated that the assessment provided useful information for the trainee (90% agreeing with this statement). One quarter (24%) of supervisors felt that the assessment provided information about the trainee that they did not already know despite all the other sources of supervision and assessment information.

A total of 37 trainees and 16 assessors responded to questions on PS in the pilot questionnaire. Most trainees and supervisors agreed that PS did allow trainees to demonstrate communication skills (81% supervisor, 84% trainee) and patient-centred care (88%, 75%). Thirty per cent (11/37) of responding trainees agreed that they changed their behaviour because they were being assessed. Nineteen per cent (7/37) of trainees and 24% (4/16) of supervisors agreed that the PS highlighted things to do differently in future. Over half (19/37, 51%) of responding trainees gave out the forms and the clinic nurse or administrator collected them in, although 11% of trainees indicated that they gave out and then collected the forms themselves, contrary to instructions. The themes emerging from the feedback on the PS are shown in Table 4.

**Discussion**

The overall utility of each method investigated was considered. The questionnaire response varied for trainees between 34% (for AA) and 50% (ACAT), and for the assessors between 18% for (AA) and 26% (CbD). Hence it could be argued that some of the questionnaire data are poorly representative, particularly for assessors.

### Table 3. Themes emerging from participants using the teaching observation (TO) (the numbers reflect the frequency with which a comment was made within the theme, from the 147 TOs undertaken).

<table>
<thead>
<tr>
<th>Positive themes</th>
<th>Assessors</th>
<th>Trainees</th>
<th>Negative themes</th>
<th>Assessors</th>
<th>Trainees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful/good/effective (Educational impact)</td>
<td>28</td>
<td>26</td>
<td>Scoring system/overall rating would help (Reliability)</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Enabled feedback (Educational impact)</td>
<td>5</td>
<td>28</td>
<td>Form needs simplification/clarification (Feasibility)</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>Easy (Feasibility)</td>
<td>7</td>
<td>1</td>
<td>Not valid for different types of teaching (Validity)</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>Helped shape structure of teaching (Educational impact)</td>
<td>4</td>
<td>2</td>
<td>Time consuming (Feasibility)</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Identified learning points (Educational impact)</td>
<td>2</td>
<td>4</td>
<td>Too many points on form, too complicated (Feasibility)</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Encouraged reflection (Educational impact)</td>
<td>2</td>
<td>1</td>
<td>Form was constraining (Validity)</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Good to have free text (General)</td>
<td>2</td>
<td></td>
<td>Difficult/laborious (Feasibility)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>More training/guidance needed (Feasibility)</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not useful for assessment (Validity)</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Themes emerging from trainees and assessors using the patient survey (the numbers reflect the frequency with which a comment was made within the theme, from the 84 participating trainees and their supervisors).

<table>
<thead>
<tr>
<th>Positive themes</th>
<th>Supervisors</th>
<th>Trainees</th>
<th>Negative themes</th>
<th>Supervisors</th>
<th>Trainees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful (Educational impact)</td>
<td>4</td>
<td>4</td>
<td>Not discriminating/patients too polite/uncritical (Reliability)</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Not difficult (Feasibility)</td>
<td>3</td>
<td>4</td>
<td>Trainee can select patients (Reliability)</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Good to get feedback (Educational impact)</td>
<td>1</td>
<td>5</td>
<td>Trainees can alter behaviour (Reliability)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Confirmed impression (Validity)</td>
<td>5</td>
<td></td>
<td>Time consuming (Feasibility)</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>A poor result is useful (Educational impact)</td>
<td>2</td>
<td>1</td>
<td>Difficult to do/practical problems (Feasibility)</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not representative/overrates trainee (Reliability)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Not useful (Educational impact)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cannot link negative comments with encounter (Educational impact)</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Case-based discussion

The 12 CbDs required for the process to be sufficiently reliable are comparable to the mini-CEX.6,7 This study shows how infrequently respondents make critical comments about trainees in WPBA; none of the assessments reflected a score ‘below’ or ‘well below’ expectation. The validity of the CbD can be inferred from the feedback from trainees and assessors that it enabled competencies in clinical reasoning, decision making and knowledge to be demonstrated. This study has shown very positive educational impact – trainees indicated that they learn during an assessment and assessors are able to deliver teaching. The time taken and comments from trainees and assessors suggest that CbD can be feasibly incorporated into training, as a trainee is frequently discussing cases with a consultant, such as a new patient in clinic or an inpatient ward referral, and these all present opportunities for CbD.

Audit assessment

The time taken, and the infrequency with which it could be expected, suggest that AA can be feasibly incorporated into assessment systems to assess competencies in understanding and conducting audit. Only 10% of assessors took longer than 20 minutes to give feedback. This is reflected in evidence from the questionnaire with the majority of trainees indicating that the AA was straightforward to organise, and a similar proportion of assessors indicating that the AA was little extra work beyond what is required of normal audit supervision.

It was not possible to calculate the reliability of the AA based on the pilot data and it may be difficult to demonstrate reliability in future, as it would be uncommon for a trainee to be involved in more than one audit each year. Hence the value of an AA is to provide evidence of trainee involvement and to provide a framework for feedback for quality improvement, rather than as a basis for making decisions on progress.

Trainees more frequently felt that the AA allowed a demonstration of their competence in clinical audit, whereas the dominant view of assessors was to neither agree nor disagree. The predominant themes emerging from the comments provided by participants were supportive of the educational impact of the tool and its role in encouraging feedback. Many assessors and trainees felt that the AA was useful and effective, and that they appreciated the opportunity to either give or receive feedback.

Teaching observation

There was strong support from observers and trainees for the educational impact of the TO and its role in encouraging valued feedback, identifying learning points for future practice, helping to shape the structure of the session, encouraging reflective practice on the trainee’s performance and boosting confidence. The mean and median times spent observing teaching, along with comments from participants, suggest that it would be more feasible to expect assessors to undertake observations if these were teaching sessions that would normally be observed.

Patient survey

The PS reliability compares similarly to other published studies of using patient ratings in the assessment of doctors.6,12 This pilot demonstrated a striking leniency from patient raters, such that the PS has little discriminatory use and hence has diminished validity in its current format. Possible explanations for patient leniency are: self-selection for the study biasing the cohort towards high-performing trainees; only satisfied patients responding; patients holding doctors in general, in high regard; doctors changing behaviour during PS; doctors handing out forms only after good interaction or to selected patients.

Trainees appreciated the feedback resulting from the PS. However, supervisors indicated that it did not provide information about the trainee that was not already apparent. The feasibility of the PS can also be questioned. Almost half the trainees (46%) did not manage to achieve the 16 ratings that the calculations demonstrate are required for acceptable reliability. For this pilot the transcription and collation of individual forms was carried out centrally at the RCP. This was time-consuming and difficult and unlikely to be a practical long-term option. Concerns were expressed from participants about the ability of trainees to influence the outcome of PS by selection of patients or by changing behaviour when being assessed. There are further complications for trainees working largely outside clinic-based settings. There is a climate for patient involvement in the assessment of trainee doctors but further work into developing a more feasible approach needs to be undertaken.13,14

Summary

This study has shown very positive educational impact and good opportunities for feedback for all of the formative WPBAs investigated. The study also indicates that the methods are valid, feasible and cost effective, though there are practical problems with PS. Some evidence for reliability exists but more analysis of larger data sets is needed. Overall, the utility of these methods is strong enough to recommend their use in training. For ACAT, CbD and AA assessors appeared to be generous with ratings – the great majority of trainees being rated as performing above or well above expectations. The addition of the anchor statement on the ACAT form produced a striking improvement to reliability, and appeared to encourage more realistic ratings.
A substantial study of the reliability of WPBAs when the ratings are made using an absolute scale with anchor statements is currently being undertaken, to establish whether the reliability improvement for the ACAT’s new rating scale is reproduced.
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